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REQUIRED THRESHOLD SETTINGS AND SIGNAL-TO-NOISE

RATIOS FOR COMBINED NORMALIZATION AND OR-ING

INTRODUCTION

When weak signals of unknown strength and location have to be

detected in the presence of noise of unknown and varying level,

it is necessary to make estimates of the intensity of the

interfering background. These estimated (noise) levels are then

compared with that for a candidate signal level and location for

purposes of making statements about the likelihood of signal

presence or absence in that particular data segment under

investigation. Here, we will investigate the performance

capability of such a normalizer, in terms of the false alarm and

detection probabilities, and determine the thresholds and input

signcl-to-noise idLius iequired to attain these piobabiiities.

Furthermore, when large amounts of multichannel data have to

be processed with limited computational facilities in reasonable

or short intervals of time, it is necessary to resorL CO

shortcuts or data reduction in order to avoid overload- One

possible approach is to employ or-ing, in which only the largest

of a set of quantities is retained for further data processing

and decision making.

Finally, in practice, it is often necessary to utilize both

normalization and or-ing together. This combination of nonlinear

processors requires a resetting of the thresholds that would have

been appropriate for use of the normalizer alone. Here, we she''

1
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investigate all three situations, namely normalization, or-ing,

and a combination of normalization and or-ing, in terms of the

probabilities and thresholds stated above.

When the size of the nonlinear transformation, whether it be

normalization, or-ing, or both, is changed, the required

thresholds will have to be changed if the previously realized

(false alarm) probabilities are to be maintained. For example,

suppose we had been or-ing 8 random variables and decided to

change the or-ing size to accept 16 random variables instead, for

purposes of further data reduction. Then, the required threshold

settings would have to be modified to maintain specified false

alarm probabilities, as would the required input signal-to-noise

ratios for specified detection probabilities. This maintenance

of probabilities under a change of size of transformation will be

investigated here.

At the -aire time that the size of a nonlinear transformation

is changed, it may be desired to subject its output to a

different number of thresholds than .,Pre utilized previously.

This possibility is allowed and analyzed in addition.

The particular physical situation considered here is that of

multiple simultaneous beamformer outputs, each with large banks

of narrowband filters subject to envelope-squared detection. For

Gaussian noise inputs, the probability density function of each

of these device outputs is exponential. Furthermore, when a

Gaussian signal is also present at the input of one of these

narrowband filters, the corresponding probability density

2
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function of the detected output is still exponential, but with a

level go-itrned by the signal-to-noise ratio at that particular

filter output. This scenario will be the mainstay of the

analysis here.

The physical motivation for this study is to be able to set

requantization levels on a display, in order to achieve constant

marking density independent of the signal processing parameters

such as the amount of or-ing and normalizer size. Such displays

occur in active as well as passive sonar systems.

3/4
Reverse Blank
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DEFINITIONS OF FUNCTIONS

The random variables (RV) for noise-only, Ix m for 0 m M,

are independent and idertically distributed (lID) with common

probability density function (PDF) p x (U) and cumulative

distribution function (CDF) Cx (X), where

X

C x (X) = Prob(xm < X) = f du px(u) (1

The corresponding characteristic function (CF) of RV xm is

f x() = j du exp(iu) px(u) , (2)

T.jhere integrals without limits are over -- ,+-. The moments and

cumulants of order j of RV xm are denoted by px (j) and Xx(J),

respectively. The inverse function to CDF C x (X. in (1) is

denoted as C x(P); that is,

if P = C (X) , then X = C (P) for 0 < P < 1 (3)

As an example, consider narrowband filter outputs for which

Px (U) = exp(-u) for u > 0

C x(X) = 1 - exp(-X) for X > 0

f X( ) = (I i&) -  for all ,
x

C (P) = - ln(l - P) for 0 < P < 1x

Px(j )  j! , Xx(j) = (j-l)! for j k 1 (4)

5
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The scaling of RV xm in (4) has been taken such that its mean

is 1. This is done solely for notational convenience; it will

not affect the probabilities realized herein nor the required

signal-to-noise ratios. However, it does influence the threshold

settings calculated, which would have to be scaled for a

different input noise level.

6
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THRESHOLD RESETTING

A collection of IID RVs, x mI for 0 1 m - M, is subject to a

nonlinear transformation f, yielding output

y = f(xO,xl,...,xM) (5)

For example, a normalizer is characterized by

Y =, M Z 1 , (6)

R(X + x 2 + ... + xM

while an or-ing device yields

y = max(xl,x2 ,...,xM) , M k 1 . (7)

A combination of a normalizer and or-ing device will require a

more general formulation; then we would use

Xwko for 1 k K

MZ-qwkmM=lI

y = max(xl,x2 ,...,xK) , (8)

where we need two parameters, M and K, and {wkmI are K(M+1) IID

RVs. Of course, then the K RVs IXkI are also IID.

Let C y(Y) be the CDF of RV y at the output of general

nonlinearity f in (5). Choose threshold Y1 such that specified

cumulative probability P1 is realized there; that is,

7
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P 1 = Cy(YI) ' or Y = C y(Pl )  (9)

where C is the inverse function to C. I-P1 is the false alarm

probability at threshold Y1V Also, choose additional thresholds

Yt } Isuch that Y1 < Y2 < ... < YT' for a total of T thresholds,

with the largest one being

YT = Y1 Ay , where dBy = 10 logj 0 (Ay) (10)

is a specified decibel value. Then take the remaining thresholds

according to equal spacing rule

Yt = Y1 + T - 1 (t - 1) for 1 t T (11)

The normalized thresholds for RV y are defined as

yt -t y for 1 t - T . (12)-t =

y

where p and O are the mean and standard deviation of RV y.

Then compute the cumulative probabilities realized at these

thresholds {Yt }, namely

Pt =Cy(Yt) for 1 S t S T, (13)

and print out M, dBy, Py, a y, T, (Yt}, IYtI , [Pt }. The false

alarm probabilities are {l-Pt9.

8
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An alternative choice is to space the thresholds {YtI equally

in decibels. That is, defining

Dt = 10 logl0 (Yt) for 1 t S T (14)

as the threshold in decibels, we take D1 as given in terms of Y1

and we take

DT = D1 + dB. (15)

The intermediate decibel thresholds are then selected according

to the equal spacing rule

DT - D

Dt =1 T - 1 (t - 1) for 1 5 t S T . (16)

The power thresholds can then be evaluated as

Dt/10

Yt = 1 0  for 1 ' t T . (17)

The cumulative probabilities at these latter power thresholds

follow from (13) as before.

Another possibility is to simply set the thresholds according

to

Yt Py + a y t for 1 S t S T, (18)

where normalized thresholds _It) are preset constants determined

by the user. In this latter case, probability P1 in (9) would

not be realized at initial threshold Y1 = Py + ay X1. In any

event, the desired printouts are the quantities listed under

(13).

9
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Finally, we could set the thresholds such that preset values

of probabilities {Pt} are realized for all 1 : t S T. That is,

solve (13) for the thresholds according to

= Cy(Pt) for 1 5 t - T . (19)

This amounts to setting T different false alarm probabilities

1l-Pt].

10
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ALTERNATIVE SIZE TRANSFORMATION

Now consider the new RV z obtained by changing the parameter

value from M to N in the given nonlinear transformation in (5):

z = f(x0,xl,...,XN) . (20)

N can be larger or smaller than M. Let the CDF of RV z be C z(Z).

We now choose new thresholds, fZtI for 1 t i T, such that the

probabilities {PtI in (13) are maintained for RV z; that is, we

choose thresholds (Z tI for RV z in (20) such that

C z(Zt) = Pt , or Zt = C z(Pt) for 1 S t S T . (21)

These thresholds {Zt1 , to be employed for RV z, will not

necessarily have equal spacing, as did the thresholds {YtI in

(11), for example, for RV y. The normalized thresholds for RV z

are

ta for 1 5 t S T , (22)
z

where pz and az are the mean and standard deviation of RV z.

Then print out N, dBz, z' 0z' T, fZt], fZt) , jPtj, where

dB 10 log10 (ZT/Zl) . (23)

1. .....
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DIFFERENT NUMBER OF THRESHOLDS

If RV z is to be subject to a different number, U, of

thresholds than RV y was, it is not always reasonable to try to

maintain the set of T probabilities |PtJ realized in (13). (U

can be larger or smaller than T.) One alternative is to maintain

the edge probabilities P1 and PT according to (21), thereby de-

termining values for Z1 and ZT. Then choose a different complete

set of thresholds Zu I for RV'z according to equal spacing rule

z -Z

u = Z + - (u - 1) for I S u I U (24)

We can then evaluate the cumulative probabilities at these

latter threshold values as

P• = C (Z') for 1 S u S U . (25)
u z u

Of course, P= P and P since Z' Z1 and Z .
P1 P1  P = PT e U Z

also means that dBz is still given by (23).

It must be noted that this change in philosophy, namely to

maintain only edge probabilities P1 and PT' will not reduce to

the earlier results when we set U = T here. The new thresholds

in z, given by (24), are equally spaced even if U = T, whereas

the former thresholds given by (21) are not.

Print out N, dBz , z' z' U Z},u -u1 ' JP'J where 1Z'J arez z U, u'j u'

the normalized thresholds

Z' u lz
= for 1 S u S U. (26)

12
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SIGNAL-TO-NOISE RATIO REQUIREMENTS

Let us return to the original nonlinear transformation (5)

characterized by parameter M. The CDF of RV y, with signal

present in just one of the input RVs {Xm 1, is denoted by C y(Y;R),

where R is the input signal-to-noise ratio (SNR) in that

particular xm RV containing a signal. If we want this new CDF to

realize a specified probability value S1 at all the thresholds

JYt} in (11), the required SNRs JRtJ must satisfy

S1 = Cy(Yt;Rt) for 1 t i T (2/)

From (13) and (27), we know that

Pt = Cy(Yt) = Cy(Yt;0) for 1 t T . (28)

Therefore, specified probability S1 in (27) must satisfy

S 1 : P t for 1 t : T , (29)

in order that nonnegative SNRs IRtI can result as solutions to

(27). That is, each cumulative distribution value must be

decreased from Pt to S1, meaning that each exceedance probability

has been increased from false alarm probability value i-Pt to

detection probability value Pd = 1-SI. The actual determination

of CDF C (Y;R) will have to wait until after we have specifiedY

and analyzed the nonlinear transformations (5) of interest, for

the case of noise-only present.

13
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If several detection probabilities, like Pd1 = .5, Pd2 = .9,

Pd3 = .99, are specified, there will be a set of equations like

(27) for each case, namely

1 - Pd = S = C (Y ;R for 1 & t T ; j = 1,2,3 . (30)
y t;Rt

14
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STATISTICS OF NORMALIZER

Let RV y be obtained by means of a normalization procedure

from IID RVs Ixm ), 0 S m I M, according to transformation

x 0  x0
y = (31)

X+ . . + xM a

where we assume that xm k 0 for all m. The average RV, a, in the

denominator of (31) has, respectively, CF and PDF

fa(&) = [fx(&/M)] s I

Pa(u) = d& exp(-iu&) [f (&/M)]M . (32)

The CDF of RV y in (31) is, using the statistical

independence of x0 and a,

C y(Y) = Prob(y < Y) = Prob(x0 < Ya) =

0Yt

= f dt Pa(t) f du px(u) = f dt Pa(t) Cx(Yt) (33)

0 0 0

The corresponding PDF of RV y is, upon differentiation,

py(u) = dt t Pa(t) Px(ut) . (34)

0

The moments oi RV y can be found from a couple of forms:

15
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OD

py(j) = y = du uj p(U) =

0

= x] a = ax-]) a(j = du u j P × dt t- Pa (t) . (35)

Convergence of the last integral in (35) may not occur for larger

values of j; that is, due to the division in (31), RV y may not

have finite higher-order moments.

EXAMPLE

The example presented in (4) is utilized here. From (4)

and (32), the CF and PDF of average RV a in (31) are

1

fa(&) = - I ) (36)

and

MM M-1

Pa (U) = M-u exp(-Mu) for u > 0 (37)a (M-I)!

respectively. The CDF of RV y then follows from (33) and (4) as

t(Y) -dt M t exp(-Mt) [1 - exp(-Yt)] =C (M-1)!

0

M= 1- for >0 .(38)

The PDF of RV y is therefore

16
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-M-1

py(U) = + 1 for u > 0 . (39)

The inverse function to CDF C (Y) in (38) isy

C(P) = M[(1 - -1/ 11 for 0 < P < 1 . (40)

The j-th moment of RV y is given by

-- -M-1

P (i) = y du uj p (u) = du uj + )M11

0

M j + l B(j+1,M-j) = MJ+I r(j+I) r(M-i) = j! ml for j < M , (41)' (M+I) (M-j)j

where we used (39) and [1; 3.194 3 and 8.384 1]. In particular,

M -2 2M2  2 M 3
M-- y = for M > 3 . (42)(-M-2)(M-1) ' y (M-2)(M-l)

The condition M > 3 is necessary for RV y to possess a finite

variance. We now have all the quantities required for

application in the previous section on threshold resetting.

For M = -, fa () in (36) equals exp(i&); that is, RV a in

(31) is equal to the constant 1. This corresponds to no

normalization and, in fact, (31) reduces to y = xo. Also,

(38) - (41) reduces to (4), as expected.

17
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CHANGE IN SIZE OF NORMALIZER

If we now change from size M to N in normalizer (31), we

obtain RV z as considered in (20) and sequel. Its CDF follows,

by similarity of form to (38), as

-N

Cz(Z) = 1 _ (i -r ) for Z > 0 (43)

Its inverse function is

C z(P) = N[(1 - P) -/N 1 1  for 0 < P < 1. (44)

Reference to (42) also reveals that the mean and standard

deviation of RV z are

Nz = N N z for N > 3 . (45)

The new thresholds are given by (21) and (22).

18



TR 8865

STATISTICS OF OR-ING DEVICE

Let x m1, 1 m - M, be IID RVs with common PDF px (U) and CDF

C (X). The CDF and PDF of the maximum RV

y = maxjxl,x2 ,...,xMI , (46)

yielded by an or-ing device, are then

C y(Y) = [C x(Y)] , (47)

py (u) = M [C x(U))M - Px(u) , (48)

respectively. The inverse function to CDF C in (47) isy

Cy (P) = Cx(P1/M) for 0 < P < 1 . (49)

Here, again, Cx is the inverse function to CDF Cx of RV mxx m -

The CF of RV y follows from (48) as

f y() = I du exp(i~u) M [Cx(u)] M - I Px(U) (50)

The moments of RV y may be obtained from (48) in the form

y (j) = du uj  M [Cx(U)] s- 1 Px(U) . (51)

Alternatively, the cumulants can be obtained by a power series

expansion of the natural logarithm of CF f (&) in (50).
y

19
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EXAMPLE

We again use the results given in (4). Substitution into

(50) yields

fy() f du exp(i~u - u) M [1 - exp(-u)]M - I

0

1

= M F dt t- i & (l-t)M -1 = r(-i&) r(M+I)
fF(M+I-i[)
0

i1 f (52)

where we let t = exp(-u) and used [1; 8.380 1 and 8.384 1]. This

is a very compact form and is easily computed numerically, if

necessary. This result illustrates that RV y has the same

statistics as RV w defined by

M x 1 1
w = -! = x + -x + --. + Ix . (53)

m=O m 1 22 MM

In order to determine the cumulants of RV y, we consider

M M
1 n- - L - - . & (54)

m=1 m=1 k=l

20
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The cumulants follow immediately as

M

Xy(i) = (j-1)! --I for j k 1 (55)

m=l

In particular, the mean and variance of RV y are

M MI a2 =I 1
Py Xy(1) = , y Xy (2) = 2 (56)

=1 m=1

respectively. It is seen that the mean of RV y increases without

limit, in fact, logarithmic with M. On the other hand, the

variance saturates at n 2/6, meaning that the standard deviation

a of RV y cannot exceed n/6 = 1.283.

The CDF of y follows from (47) and (4) as

M

C y(Y) = [1 - exp(-Y)] for Y > 0 , (57)

with corresponding inverse function

C y(P) = - in(1 - p1/M) for 0 < P < 1 (58)

For M = 1, there is no or-ing, and (46) reduces to y = xI.

Also, (52), (55), (57), and (58) reduce to (4), as expected.

21



TR 8865

CHANGE IN SIZE OF OR-ING DEVICE

If we change from size M to N in or-ing device (46), we

obtain RV z considered in (20) and sequel. Its CDF is, by

similarity in form to (57),

Cz (Z) = [1 - exp(-Z)] N  for Z > 0 . (59)

The corresponding inverse function is

Cz (P) = - nl - plN) for 0 < P < 1 (60)

Reference to (56) reveals that the mean and variance of

RV z are given by

N N 1 (61)

n-i n=l n

The new thresholds for RV z are given by (21) and (22).
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STATISTICS OF NORMALIZER AND OR-ING DEVICE

Here, we consider a set of K(M+1) IID RVs {wkm } subject to

both normalization and or-ing, according to

1 M _Wko

ak 1 = xk  - for 1 k K , (62)
m=l ak

y = max(xl,x 2 ,...,xK) . (63)

The statistics of the normalization portion, namely {Xkl for

1 k K, were previously considered in (31) - (35) for the

general case, and then specialized to an example in (36) - (42).

Also, the analysis of the or-ing portion was conducted in

(46) - (51) and then specialized to an example in (52) - (58).

We will rely heavily on those results in order to minimize the

presentation in this section.

EXAMPLE

We presume that all the input RVs JwkmJ in (62) have the

common exponential PDF used in example (4) for all the earlier

results here. Then, by reference to (31) and (39), we can state

that the common PDF of RVs IxkI defined in (62) is

-M-1

P (u) = (i+ 1 for u > 0 . (64)

Similarly, the CDF of RVs fXkJ follows, by reference to (38), as
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-M

C (X) = 1 - + 2i for X > 0 . (65)

The CDF of RV y defined in (63) is then

C (Y) = [Cx Y)] K = 1 - ( + for Y > 0 (66)

Its inverse function follows readily as

C (P) = M[(1 - P - i for 0 < P < 1 . (67)

The PDF of RV y can be obtained by differentiation of (66):

py(u) = K [Cx(u)] K-1 Px(U)=
y x

K-i

-1-
= K i1- i +i+for u > 0 . (68)

The j-th moment of RV y can be found from the integral

Py(j) = du uj py(u) for j < M (69)

0

where we have taken advantage of the fact that RV y can never be

negative. However, a useful alternative in some cases is

afforded by employing integration by parts on (69), with the

result, for j Z 1, that
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Py (j) = 9 i du uj-  [1 - C (U)] , (70)

0

where we assume that

lim uJ[l - C y(U)] = 0 . (71)

This requirement is tantamount to presuming that the j-th moment

P y(j) exists, that is, j I M.

When we use CDF (66) for RV y, then j-th moment (70) becomes

P y(j) = j f du u j- 1 1 1 1 + )J } * (72)
0

In order to evaluate this integral, let, for the moment,

-M

Then, the bracketed term in (72) can be expanded according to

[1 - Q]K = (K) (_Q)k = 1 + (_I)k () + .-Mk

k=0 k=1

Employment of this result in (72) yields
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(C) = du u j- (-1 k-i (K) (1 + 11 -Mk

0 k=l

K
- J Z_ (-1)k-i () du uJ- [ + M )

k=l 0

K

= 'M (K) for 1 j < M (75)
k~l . k(Mk-j) j

k=1

where we employed [1; 3.194 3 and 8.384 1] and simplified the end

result. For K = 1, (75) reduces to (41), as it must.

The first two moments for RV y follow readily from (75) as

Kk-

SKk- (76)

k=1

and

11 2)= 2 2KK) 1 k-i o >2(7
y (2 = (Mk-2)(Mk-l)

k=l

Both of these results are easily computed by means of

recurrences; however, a bad feature of these two sums is that

they are alternating series and lose significance for large K due

to the binomial coefficient which gets very large. A backup

procedure is to revert to numerical integration of (68) - (69) or

(70) - (72), both of which integrands can never go negative and

which decay as uj- I-M for large u.
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However, better alternatives to the first and second moments

have been found, that are not subject to cancellation and loss of

significance. Namely, it is shown in appendix A that

y (1) = M[F 1 - 1 , ay = MF, - F1  , (78)y y

where

K K

FI = ki} ' F2  T k } for M > 2 (79)
k=l Mk1

These finite products are very useful and retain significance

even for large K, where (76) and (77) are useless. The very

compact BASIC program listed below computes both quantities in

(78). The program has been written so as to avoid overflow,

even when K is large.

K=
M= M>2
A=1/M
B=2/M
F1=F2=1
FOR Ks=1 TO K
FI=F1*Ks/(Ks-A)
F2=F2*Ks/(Ks-B)
NEXT Ks
Muy=M*(F1-1)
Sigy=M*SQR(F2-F1*FI) (80)

By using the techniques in appendix A and laboriously

expanding out (75) for j = 3, it has been found that

PY(3) = M 3(F3 - 3F2 + 3F 1 - 1)

where we define products
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Fk fr0 -e m < MFm =T7k forOmM
k=l k

Notice that Fo = 1. Based on this result and (78), we

conjectured that the j-th moment is generally given by

(j) = Mj  (_I)n (i) F. for j < M

n=o

In fact, this has been confirmed numerically for several values

of M, K, and j. For large j, the alternating character of this

series would also suffer from loss of significance; however, for

the low order moments of general interest, this is not a problem.

The third and fourth cumulants of RV y were also computed in

terms of sequence [F n 1; they turned out to be

Xy(3) = M3 F3 - 3F2F + 2FI,

2 23F2 1 1  4

Xy(4) = M4 [F4 - 4F 3 1 - 3F2 + 12F2 6F 1 .

But these rules for obtaining cumulants IXy (J) from products

F nI are identical to the general rules for obtaining cumulants

from moments, within the factor Mj; see, for example,

[4; page 70, (3.41)]. Thus, we have a very efficient and

accurate method for obtaining the low-order cumulants directly

from the finite products IFn 1. The case for Xy (1) in (78)

differs slightly from the usual rule, in the need to subtract 1.
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ANALYTICAL CHECKS

Numerous checks on the results above are possible. When

M = (no normalization), the CDF of y in (66) reduces to (57),

where it must be remembered that K in this section on combined

normalization and or-ing corresponds to M in the section on

or-ing alone. On the other hand, if K = 1 (no or-ing) in (66),

the result in (38) correctly emerges.

With regard to the inverse CDF in (67), it reduces to (58)

for M = , whereas it reduces to (40) for K = 1. The PDF of RV

y, given in (68), reduces to the derivative of (57) for M = -,

whereas it reduces to (39) for K = 1. Finally, the first two

moments in (78) - (79) reducP, after some manipulations, to (56)

for M = -; on the other hand, the j-th moment for K = 1 is best

handled from form (75) which correctly reduces to (41).

EXTENSIONS

The case where the normalizer and or-ing device are followed

by an averager is discussed in the summary below, and the method

of determining the performance of that system is outlined.

Another alternative with practical merit is that of normalization

followed by averaging and or-ing. Since the CF of the normalizer

output is available by a Fourier transform of (39), it can be

raised to a power to find the CF at the averager output. Then

another Fourier transform can yield the CDF. At this pnt. we

could utilize (47) to find the CDF of the system output.
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CHANGES IN SIZES OF NORMALIZER AND OR-ING DEVICE

We now address the change in size of the normalizer in (62)

from size M to N and the change in size of the or-ing device in

(63) from K to L. There are no restrictions on the relative

sizes of the parameters. The new equations are

b N W k° for 1 k < L, (81)bk = N -- " Wkn ' Yk=
n-ibkn=l

z = max(yl,y 2,...,yL) - (82)

The CDF of RV z follows, by similarity of form to (66), as

I cL
CzZ) =+ I + for Z > . (83)

The inverse function is easily shown to be

C (P) = N[(1 - PiUL) - 11 for 0 < P < 1 . (84)

The first two moments of RV z in (82) are given, by

comparison with (78) and (79), as

P (1)N[G 1 1 0rz =N(G 2 - Gf 2 , (85)

where

1 k G2 =l k}. (86)

k 1 1k -
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INPUT SIGNAL-TO-NOISE RATIO REQUIREMENTS

In this section, we will determine the CDFs of the outputs of

the three nonlinear systems considered above, namely (31), (46),

and (62) - (63), for the case where a signal is present in one of

the input RVs. This will enable us to use the results given in

(27) - (29) for determination of required input SNRs for a

specified system detection probability Pd1 = 1-SI.

NORMALIZER

The nonlinear transformation of immediate interest is the

normalizer given by (31). The PDF of denominator average RV a is

given by (37), while the PDF of numerator RV x0 with signal

present will be modified from (4) to the form

PxlU;R) = -- R exp for u - , :87)

where R is the input power SNR. The corresponding CDF is

C (X;R) = 1 - expAX) for X > 0 . (88)

By reference to (33), (38), and (88), we find the CDF of RV y

in (31) for signal present to be

C MM tM -1 exp(-Mt) I - exCy (Y ;R ) f dt M1 - x 1 R
y (M-1)! expl+)]

0

Y''-M

S 1 + for Y > 0 . (89)
I+R)
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We now employ this result in (27) to obtain

[ Yt/M ] -M

S1 = 1 - 1 + lt for 1 S t T (90)

The solution for the required input SNR Rt is then given by

Yt/M

Rt = 1/M for 1 t T (91)(1 - Sl) 1

We must repeat here the caution mentioned in (29), namely

that specified probability S1 at threshold Yt must be less than

or equal to probabilities {Pt} in order that nonnegative SNRs

{RtI result in (91). This is reasonable since it corresponds

physically to demanding a larger detection probability when

signal is present than when absent.
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OR-ING DEVICE

Here, we are interested in the or-ing device characterized by

(46) when signal is present in one of the RVs x m1. The CDF of

RV y is then given by

C y(Y;R) = C x(Y;R) [C x(Y)]l -

exp)-Y [1 - exp(-Y)]M1 for Y > 0 , (92)

where we used (88) and (4).

If we now employ (92) in (27), we have to satisfy

1+ ji-ep1>~[ - exp (_ Y ) M- for 1 : t T .(93)

The solution for the required input SNR is given by

Yt
t = n(l - S/Qt) - 1 for 1 S t T ,(94

where

M-1

Qt= 1- exp(-Yt)I for 1 5 t s T (95)

Again, (29) must be satisfied.
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NORMALIZER AND OR-ING DEVICE

The nonlinear transformation to be investigated here is the

combination of normalization and or-ing, as characterized by (62)

and (63), when signal is present only in RV Wi0. Therefore, only

RV xI in (63) contains signal.

The CDFs of RVs tXkl, for 2 k K, are given by (65). On

the other hand, the CDF for xI is available by reference to (89),

in the form

C (X;R) = 1 - 1 + X/M) M for X > 0 (96)

Therefore, the CDF for RV y in (63) is given by

C y(Y;R) = C x(Y;R) (Cx(Y~lK-I =

-Mj 11 M K-i

= 1 - 1 + "Yi) 1J 1 + for Y > 0 (97)

where we used (96) and (65).

When we equate this result to the specified probability SI

according to (27), we obtain

tiMK-i
i = i - 1 + i - (i+ for 1 S t S T . (98)

The solution for the required input SNRs (RtI is given by
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Yt/M

Rt - -1/M 1 for 1 t T (99)
(i SI/Qt) - 1

where

K-I

= I- i+ for I t T . (100)

Restriction (29) must be satisfied here also.

Finally, if several detection probabilities Pd1 , Pd2, Pd3,

are of interest, we must satisfy (30), where

max(l-PtI S min{Pd j . (101)

As checks on the results in this subsection on combined

normalization and or-ing, we observe for M = - (that is, no

normalization), (100) reduces to (95), where K here corresponds

to M there for or-ing alone. Also, (99) reduces to (94). On the

other hand, for finite M, but with K = 1 (that is, no or-ing),

then (100) reduces to Qt = 1, in which case (99) reduces to (91).
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SUMMARY

We have determined the false alarm and detection

probabilities for three different nonlinear transformations,

namely a normalizer, an or-ing device, and a normalizer followed

by or-ing. In particular, results are given for the following

statistics of the outputs of each device: the PDF, the CDF, the

inverse CDF, and either the moments or the cumulants (depending

on their relative tractability). These results are sufficient to

compute the receiver operating characteristics (ROCs) of the

processors, if desired. However, we have also been able to solve

explicitly for the input SNR required to realize specified false

alafrn and detection probabilities; this largely circumvents the

need to compute ROCs.

Two programs, with numerical examples of their execution, are

listed in appendix B. The first corresponds to the case where

the number T of thresholds is kept fixed as the size of the

nonlinear transformation is changed from M to N; see (20) - (23).

On the other hand, the second program allows the number of

thresholds to change from T to U as the size of the nonlinear

transformation is changed from M to N; see (24) - (26).

Both programs are written for the general case where there is

both normalization (of size M) and or-ing (of size K) included in

the data processing; see (62) - (63). By making M infinite, the

program will handle the case of or-ing alone; on the other hand,

by setting K = 1, the program addresses the case of normalization

alone. Thus, these two programs cover all the cases addressed in
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this investigation. (Since it is not possible to actually set

M infinite in a program, this situation is handled by setting M

to any value less than or equal to 2, in order to flag this case

in the program, and then branching appropriately at various

points in the program. The substitute equations for this case of

infinite M come, of course, from the earlier analysis for or-ing

alone. For finite variance, normalization requires M > 2; see,

for example, (77) or (79).)

We have not included the effects of averaging after the

normalization and/or or-ing in this study. Hence, the required

input SNRs calculated here sometimes turn out to be rather large.

The exact analysis including averaging would be rather involved,

since the new decision variable would have a characteristic

function given by a power of the characteristic function fy () of

current output variable y; that is, from (68),

-M K-I -M-

fy () = K { du exp(i~u) I - (I + R)( I + . (102)

0

This is probably best handled through the use of fast Fourier

transforms. The integrand decays as u-M -I for large u, which is

attractive since M, the normalization size, is generally fairly

large in order to guarantee decent performance.

In the meantime, in order to get a rather rough idea of the

improvement attainable by employment of averaging, it is

suggested that the rule of thumb [3; (C-10)] for the input

signal-to-noise ratio improvement in dB, -5 log A, be used, where

A is the number of independent quantities averaged.
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APPENDIX A. SIMPLIFICATION OF SUMS (76) AND (77)

Here, we will convert the alternating series in (76) and (77)

into finite products that retain significance, even for large

values of K. We begin with the first line of (52) and expand the

power term in a binomial series, obtaining

00 M-1

f y(M)= M J du exp(i~u-u) . (-i)k (Mkl) exp(-ku) =

0 k=0

M-1

=M I (Mk) _(_,. (A-1)T (k k + 1 -i AI

k=0

Now, equate (A-i) to its alternative expression in the last

line of (52), and then replace M everywhere by K+l, getting

K K+I
(K+l) kk + 1 - [ =  k - i& (A-2

k=0 k=l

Now let z = 1 - i& in (A-2) and simplify; there follows

Kk

Lj (K) k-1 K! (A-3)

k= k + z (z)K+l

Thus, the alternating series has been converted into a finite

product which is useful for all values of K without loss of

significance.
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The use of (A-3) on (76) yields the result quoted in (78) and

(79) for the first moment py(1). On the other hand, in order to

convert (77), it is necessary to take the preliminary step of

breaking the rational function into two parts according to

1- (A-4)
(k-b)(k-a) b-a k-b k-a'

and then to use (A-3) once with z = -1/M and once with z = -2/M.

After manipulation, simplification, and cancellation of common

terms with the square of py (1), the end result for the standard

deviation of RV y is found to be just the second term in (78).

The results in (78) - (79) have been numerically checked with the

original defining integral (72), for j = 1 and j = 2, for several

values of M and K; they agree within the accuracy of the computer

employed.

A more general result than (A-3) is available by means of a

different approach. First, for general values of a, note that

k

(a) (-1) (-a)k 1 1 (z)k
k= k! k+z z (z+l)k (A-5)

Then, the following alternating sum can be manipulated into a

more useful form, namely

C a 1 (-1) k  1 G (-a)k (Z)k = 1 F(_a,z;z+(
) (I+a) r(z)

T (kk+z z T (z+l)k k! - z = r(l+a+z)
k=0 k=O

(A-6)

where we used (2; 15.1.1 and 15.1.20]. If we set a = K in

(A-6), it reduces to (A-3). (A-6) is also equal to B(l+a,z).
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APPENDIX B. PROGRAMS

There a:e two nrc'jran ]i~t~A in thiz append:ix, both in BASIC

for the Hewlett-Packard 9000 computer. None of the variables are

declared INTEGER; thus, for example, input parameters M, K, N, L

are all treated as REAL variables throughout.

The first program, listed on pages 42 - 44, requires that the

number of thresholds T be maintained the same when the sizes, M

and K, of the normalizer and or-ing device, respectively, are

changed to N and L. On the other hand, the second program,

listed on pages 46 - 49, allows the number of thresholds to

change from T to U, which can be either larger or smaller.

The listings are heavily keyed to the explicit equations in

the main text; this should enable the user to identify and modify

particular manirulations if desired. It should be noted that, in

the programs, the or-ing size begins at value K and gets changed

to L. If these results are to be compared with the or-ing only

results in the text, where the parameter M was used, it is

necessary to make the switch from K in the program to M in the

text. Example outputs from both programs are presented after the

listing for each case.
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10 NORMALIZER & ORING, EQUISPACED IN POWER, SAME NO. OF THRESHOLDS

20 Pl=.85 I SPECIFIED PROBABILITY, (9)
:30 Dby-O DECIBEL RATIO OF THRESHOLDS, (10)

40 T=7 N NUMBER OF THRESHOLDS, (10)
50 r-- I: TIRL NORMALIZER SIZE .2, (.62)
60 FOR NO INITIAL NORMALIZATION, THAT IS, M INFINITE, SET M <= 2

70 K=12 I INITIAL OR-ING SiZE > 0, (63)
80 N=16 . NEW NORMALIZER SIZE > 2, (81)
90 FOR NO NEW NORMALIZATION, THAT IS, N INFINITE, SET N <= 2
100 L=24 I NEW OR-ING SIZE > 0, (82)
110 Pdl=.5 1 SPECIFIED

120 Pd2=.9 i DETECTION
130 Pd3=.99 I PROBABILITIES, (30)

140 PRINT "P1 =";P1;" Dby =";Dby;" T =";T
150 PRI NT " =";M; '" K =11;K;" N =";N; " L =";L
160 REDIM Y(I:T),Yb(I:T),P(I:T),Z(I:T),Zb(1:T)
170 DIM <(99), Yb(99) , P(99) , Z(99), Zb(99)
180 Rk=1I.."K I (67)
190 RI=I/L I (84)
200 IF N>2 THEN 300

210 Fl=F2=0 M INFINITE
220 FOR Ms=I TO K (56), m
230 R I = 1I.."Ms
240 FI=FI+R1
250 F2=F2+RI*RI
260 NEXT is
270 Muy)=F 1 (56)
280 Sig.,SjR(F2) I (56)
290 GOTO 390
300 RI=I."M I M > 2
310 R2=2/M
320 Fl=F2=1

330 FOR Ks=l TO K I (79), k
340 FI=FI*Ks/(Ks-RI) I (79)

350 F2=F2*Ks/(Ks-R2) I (79)
360 NEXT Ks
370 Muy=M*(F1-1) I (78)
380 Sigy=M*SQR(F2-FI*F1) I (78)
:390 IF N>2 THEN 490
400 G1=G2=0 1 N INFINITE
410 FOR Ns=l TO L (61), n
420 RI=I/Ns
430 GI=GI+RI
440 G2=G2+RI*RI
450 NEXT Ns
460 Muz=Gl I (61)
470 Sigz=SQR(G2) 1 (61)

480 GOTO 580
490 R1=1/N I N > 2
500 R2=2/N
510 G1=G2=1
520 FOR Ks=I TO L I (86), 1,
530 GI=GI*Ks./(Ks-RI) I (86)
540 G2=G2*Ks /(Ks-R2) I (86)
550 NEXT Ks
560 Muz=N*(GI-1) I (85)
570 Sigz=N*SQR(G2-G1*G1) 1 (85)
580 PRINT "Nay =";Mu ; " Sigy =";Sigy
590 PRINT "Muz =";Muz;" Sigz =";Sigz
600 PRINT
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610 EQUISPACED IN DECIBELS: REMOVE 880-970 AND INSERT 620-710
620 R=I-P1ARk I (9) & (67)
630 IF M>2 THEN 660
640 YI=-LOG(R) I (58)
650 GOTO 670

670 I D1=10*LGT(Y1) I (14)
680 Deld=Dby/(T-1) I (15) & (16)
690 FOR Ts=I TO T I (16), t
700 I Dt=D1+Deld*(Ts-1) I (16)
710 1 Y(Ts)=Y=10^(Dt/10) 1 (17)
720 PRESET CONSTANTS: REMOVE 880-980 AND INSERT 730-760
730 DATA 1,3,5,7,9,10,11 1 USER MUST INPUT T NUMBERS
740 READ 'O'b(*) I NORMALIZED Y THRESHOLDS
750 I FOR Ts=l TO T I (18), t
760 I Y(Ts)=Y=Muy+Sigy*Yb(Ts)! (18)
770 I PRESET PROBABILITIES: REMOVE 880-1030 AND INSERT 780-870
780 I DATA .9,.99,.999,.9999,.99999,.999999,.9999999
790 I READ P(*) I (19)
800 I FOR Ts=l TO T I (19), t
810 P=P(Ts)
820 R=I-Pt.Rk I (58)
830 I IF M>2 THEN 860
840 I Y(Ts)=Y=-LOG(R) I (58)
850 I GOTO 870
860 Y(Ts)=Y=M*(R^(-I/M)-I) 1 (9) & (67)
870 Yb(Ts)=(Y-Muy)/Sigy I (12)
880 R=I-PIARk 1 (9) & (67)
890 IF M>2 THEN 920
900 YI=-LOG(R) (58)
910 GOTO 930
920 YI=M*(R^(-1/M)-I) I (67)
930 AV=1^(Dby/10) I (10)
940 Ytc=YI*Av I (10)
950 Dely=(Ytc-Y1)/(T-1) I (11)
960 FOR Ts=l TO T I (11), t
970 Y(Ts)=Y=YI+Dely*(Ts-1) I (11)
980 Yb(Ts)=(Y-Muy)/Sigy I (12)
990 IF M>2 THEN 1020

1000 R=EXP(-Y) I (57)
1010 GOTO 1030
1020 R=(I+Y/M)A(-M) I (13) & (66)
1030 P(Ts)=P=(I-R)AK I (66)
1040 Q=-PRI I (84)
1050 IF [>2 THEN 1080
1060 Z(Ts)=Z=-LOG(Q) (21) & (60)
1070 GOTO 1090
1080 Z(Ts)=Z=N*(QA(-I/N)-I) I (21) & (84)
1090 Zb(Ts)=(Z-Muz)/Sigz 1 (22)
1100 NEXT Ts
1110 Dbz=10*LGT(Z(T)/Z(1)) I (23)
1120 PRINT " Y THRESHOLDS NORMALIZED PROBABILITIES"
1130 FOR Ts=l TO T
1140 PRINT Y(Ts),Yb(Ts),P(Ts)
11,50 IEXT Ts
1160 PRINT
1170 PRIHT 2 7 THRESHOLDS NORMALIZED PROEB FILITIES"
1180 FOR Ts=1 TO T
1190 PRINT Z(Ts),Zb(Ts),P(Ts)
1200 NEXT Ts
1210 PRINT
1220 PRINT "Dbz ="Dbz
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1230 PRINT
1240 PRINT " Pt =";Pdl;" Pd2 =";Pd2;" Pd:3 '";Pd3
1250 PRINT
1260 PRINT "SIGNAL-TO-NOISE RATIOS (DB) FOR INITIAL TRANSFORMATION:"
1270 IF 1M>2 THEN 1400
128us FOR Tsl TO T 1 (94), t
1290 Y=Y(Ts)
1300 Q=(l-EX''P(-Y))A(K-1) (95)
1310 D1=-LOG(1-(1-Pdl)/Q) 1 (94)
1320 Rtl=Y'D1-1 (94)
1330 D2'=-LOG( 1-( 1-Pd2)/Q)
1340 Rt2=YxD2-1
1350 D3=-LOG(1-(1-Pd:3)/Q)
1360 Rt 3=Y'-,D3- 1
1370 PRINT 1E*LGT(Rtl),10*LGT(Rt2),10*LGT(Rt3)
1:380 NEXT TsE
1390 COTO 1530
1400 Rri=-1./N (99)
1410 FOR Tizi TO T I(99), t
1420 Yra=Y(Ts) 'N (99) & (100)
1430 0=(1+Yfn)A(-M) 1 (100)
1440 Q(-)(-)!(100)
145b Dl=(1-(1-Pd)/Q)AR1-1 I(99)
1460d Rtl=Yu/ D1- Ii (99)
1470 D2=( 1- 1-Pd2)/O)ARn-1
1480 Rt2=Yrn.'D2-1
1490 D:3=(1-(1-Pd3)-Q)Rn-1
1500 Rt 3Ym/,D3- 1
1510 PRINT 10*LGT(Rtl),10*LGT(Rt2),10*LGT(Rt3)
1520 NEXT Ts
1530 PRINT
1540 PRINT "SIGNAL-TO-NOISE RATIOS (DB) FOR NEW TRANSFORMATION:"
1550 IF N>2 THEN 1680
1560 FOR Tsl TO T I SIMILAR
1570 Z=ZTs) TO
1580 Q=(1-EXP(-Z))A(L-1) I(94)
1590 D1=-LOG(1-(1-Pdl)/Q) I&
1600 Rt1=Z'D1-1 (95)
1610 D2=-LOG(1-(1-Pd2)/0)
1620 Rt2=Z/D2-1
16:30 D3=-LOG.1-(1-Pd3)/Q)
1640 Rt3=ZD.3-1
1650 PRINT 10*LGT(Rtl),10*LGT(Rt2),10*LGT(Rt3)
1660 N EXT Tis
1670 GOTO 1810
1680 Rrn-11-' 1 SIMILAR
1690 FOR Ts=1 TO T I TO
1700 Z =Z ( T s)N 11I (99)
1710 0=(1I+Zn>A-(-N) I &
1720 1=1Q'~L1 (100)
1730 D1=(1-( 1-Pdl )/O)ARn)-1
1740 Rtl=Zn/DI-I
1750 D2=(1-(1-Pd2)'0)"Rn-1
1760 Rt2Z-')D2-1
1770 D.3= ( 1-K 1-Pd3 ) /a)uRi- 1
1780 Rt 3Zn'./D3- 1
1790 PRINT 1Oi*LGT(Rtl>,10*LGT(Rt2),10*LGT(Rt:3)
1800 NEXT Ts
1810 PRINT
1820 END
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Dby, = 10 T = ?
M 8 K = 12 P = 16 L = 24
MUy = 3.94631506068 Sigy = 2.09538979824
Muz = 4.32438211761 Sigz = 1.69328544323

Y THRESHOLDS NORMALIZED PROBABILITIES
5.7085681983 .841010653879 .85
14.2714004957 4.92752493268 .996E79075641
22.8342407932 9.01403921147 .999753631023
31.3970810906 13.1005534903 .999965311792
39.9599213881 17.1870677691 .99999280763
48.5227616855 21.2735820479 .999998067526
57.08560198:3 25.3600963267 .999999374796

Z THREESHOLDS NORMALIZED PROBABILITIES
5.06721821227 .911149446675 .85
11.8779764405 4.46091021044 .996679075641
16.80241?6865 7.34912705 3 3 9  .999753631023
I.074: 26281 9.894404i'E3A .999965311792

24.909916:314 12.1571553566 .99999280763
28.4120734509 14.2254168838 .999998067526
31.6575625522 16.1420985125 .999999374796

Dbz = 7.32045232969

Pdl = .5 Pd2 = .9 Pd3 = .99

SIGNAL-TO-NOISE RATIOS (DB) FOR INITIAL TRANSFORMATION:
7.18029480646 16.5239686654 26.8808804974
12.6997498763 21.2426978346 31.503743108
14.8466399857 23.3091924052 33.5584316626
16.269595645 24.6986419313 34.9428284925
17.3390310658 25.7492651765 35.9905902914
18.1963923488 26.5945:353622 36.8340131363
18.9120679996 27.3017783991 37.5399641554

SIGNAL-TO-NOISE RATIOS (DB) FOR NEW TRANSFORMATION:
7.4060167370:3 16.6:306689407 26.9721139815
11.9559811212 20.45273:39701 30.706C466017
13.5624054665 21.9841:310487 32.2269170012
14.587035072 22.975309045 33.2129962117
15.33571775:35 23.704135924 33.9387696157
15.922698397 24.2777465869 34.5103143719
16.40:33217386 24.749160188 34.9802228898
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11 tICnORMALIZER & OR ItAG, EQIISPACED It] POWER, DIFF. NO. OF THRESHOLDS
20 P1=.85 ! SPECIFIED PROBABILITY, (9)
30 Db.=10 DECIBEL RATIO OF THRESHOLDS, (10)
40 T=7' I INITIAL NUMBER OF THRESHOLDS, (10)
50 U=15 I NEW NUMBER OF THRESHOLDS, ('24)
6 Mr=':._ INITIAL NORMALIZER SIZE > 2, (62)
70 FOR NO INITIAL NORAILIZATION, THAT IS, M INFINITE, SET r = 2
80 K=I2 1 INITIAL OR-ING SIZE > 0, (63)
90 tl=I6f NEW NORMALIZER SIZE > 2, (81)
100 FOR NO NEW NORMALIZATION, THAT IS, N INFINITE, SET N (= 2
110 L=24 NEW OR-ING SIZE > 0, (82)
120 Pdl=.5 SPECIFIED
130 Pd2=.9 I DETECTION
140 Pd3=. 99 PROBABILITIES, (30)
150 PRIMT "Pl =";P ;" Dby ="; Dby;" T =;T;" ";U

160 PR I NT "r - "; M; " K =";K;" N ="; N; L =";L
170 REIM 1 : T), Yb( I - T) P( I : T), Zp( I : U), Zbp( I :U),Pp( : U)
180 DIM ','(99), Yb(99) , P(99) , Zp(99), Zbp(99) , Pp(99)
190 Rk=1IK (67)
200 R1=I !L (84)
210 IF M>2 THEN 310
220 FI=F2=O M INFINITE
2130 FOR Ms=l TO K (56), m
240 RI= IM

FI=FI+R1
260 F2=F2+RI*RI
270 NEXT M'ls

R 0 r-Mu =F II (56)
290 Sigy--.SOR(F2) I (56)
300 GO-10 400
310 RI=I/M I M > 2
320 R2=2/M

3:30 FI=F2=1
:340 FOR Ki=1 TO K I (79), k
350 FI=FI*Ks/(Ks-RI) (79)
360 F2=F2*Ks."(Ks-R2) (79)
370 tIE X T Ks
:380 Mu=M*(FI-I 1 (78)
390 Sigy=r*SOR(F2-FI*FI) (78)
400 IF N>2 THEN 500
410 GI=G2=0 N INFINITE
420 FOR N's=1 TO L (61), n
4.30 R I = ,11ts
440 GI=GI+RI
450 G2=G2+RI*RI
460 NEXT Ns
470 Muz=GI I (61)
480 Sigz=SQR(G2) (61)

490 GOTO 590
500 R1=1.,N N > 2
510 R2=2/NI
520 GI=G2=1
530 FOR Ks=1 TO L (86), k
540 1I=1*Ks!(Ks-RD I(86)
550 G2=G2*Ks.."<Ks-R2) (86)
560 N1EXT K--
570 .,jzN=t(*(Gl-1) (85)
580 Si gz=N*SOR(G2-GI*G)1 (85)
590 PRIIT "M. =";Mu V;" Sig v =";Sigy
600 PR IIIT "Muz ";Muz;" Sigz =";Sigz
610 PRINT
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bao EOIJvPACED IN DECIBELS: REMOVE 890-980 AND INSERT 630-720
630 R=1-PI"Rk (9) & (67)
640 IF N>2 THEN 670
650 YI=-LOG(R) (58)
660 GOTO 680
670 YI=r*(R-(-1/1)-1) - (67)
680 DI=10*LGT(YI) (14)
690 Deld=Dbv'(T-1) I (15) & (16)
700 FOR Ts=1 TO T I (16), t
710 Dt=D1+Deld*(Ts-1) 1 (16)
720 Y(Ts)=Y=10"(Dt/10) i (1?)
730 PRESET CONSTANTS: REMOVE 890-990 AND INSERT 740-770
740 DATA 1,3,5,7,9,10,11 I USER MUST INPUT T NUMBERS
750 READ Yb(*) I NORMALIZED Y THRESHOLDS
760 FOR Ts=l TO T I (18), t
770 Y(Ts)=YMuy+Siy*Yb(Ts)! (18)
780 PRESET PROBABILITIES: REMOVE 890-1040 AND INSERT 790-830
790 DATA .9,.99,.999,.9999,.99999,.999999,.9999999
800 READ P(*) i (19)
810 FOR Ts=l TO T I (19), t
820 P=P(Ts)
830 I R=I-P"Rk (58)
840 IF M>2 THEN 870
850 Y(Ts)=Y=-LOG(R) I (58)
860 GOTO 880
870 Y(Ts)=Y=M*(R^(-I..'M)-I) I (9) & (67)
880 Yb(Ts)=(Y-MuV)'Sigy I (12)
890 R=I-PI^Rk 1 (9) & (67)
900 IF M>2 THEN 930
910 YI=-LOG(R) I (58)
920 GOTO 940
930 Y1=M'I*(R'(-1/M)-1) I (67)
940 AV=IO.(Dbv/10) I (10)
950 Ytc=YI*Av I (10)
960 DelY=(Ytc-1)/(T-I) i (11)
970 FOR Ts=l TO T I (11), t
980 Y(Ts)=Y='1+Dely*(Ts-1) 1 (11)
990 Yb(Ts)=(Y-Muy)/Sigy (12)

1000 IF M>2 THEN 1030
1010 R=EXP(-Y) 1 (57)
1020 GOTO 1040
1030 R=(1+YM>"-M> ! (13) & (66)
1040 P(Ts)=(1-R)AK I (66)
1050 NEXT Ts
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1060 01=I-P I) -'R 1 (84)
1070 O c= I-F'(T P) -R (84)
1080 IF N 2 THEN 1120
1090 ZI=-LO,(t I) 1 (60)
1100 Zt c=-OG(Jtc) (60)
1110 GOTO 1150
1120 R -l N (84)
1130 Z1=I* (1 "Rn-I) (21) & (84)
1140 Ztc=tl*'Otc Rn-1) (21) & (84)
1150 Delz(Ztc-Z1)/(U-I) (24)
1160 FOR U-=l TO U (24), u
1170 7p(U_. ;="=+Delz*(Us-1I)! (24)
1180 7bp,11I-UI) = ( -Huz)/S i gz (26)
1190 IF Ni>2 THEN 1220
1200 P:' 11-)1=( I- E ,P(-Z)).".L (25) & (59)
1210 OTO 1230
12 2 PLIs )= ( 1- I+Z/N)N (-1)1)1 L ! (25) : (83)
12 30 NE.-T UA.
1 240 Dbz=10*LGT(Zp(U)/Zp(1))! (23)
1 -5 FRI T " Y THRE.HOLDS NORMALIZED FP.O:AB IL IT I Ec"
1 60 FOR T-=I TI T
1270 F1 R I N T Y( T , Yb ( T , P ( T )
1280 tNEX:,T Ts
1290 PRINT
1300 PRINT " Z THRESHOLDS NORMALLIZED PROBAEBILITIES"
1310 FOR Usal TO U
1 320 PRIHT Zp(Us), Zbp(Us), Pp(Us)
1330 NEXT Us
1340 PRINT
1350 PRINT "Dbz =";Dbz
Ibo Pu R IHT
1361 FAUSE
1 370 PR I tT " F'J ="; Pd ; " Pd2 =";Pd2;" F'd ";FPd-

1380 PRINT
PR90 PRI NT "SI GNAL-TO-Ni I SE RAT I OS (DB) FOR INITIAL TRANS:-FORM'IAT ION:"

1400 IF rl'>2 THEN 1530
1410 FOR Th=l TO T . (94), t

1420 Y=Y(Ts)
1430 =I1-EXF'(-Y) )"(K-1) (95)
1440 DI=-LOG(I-(I-Pdl)/Q) (94)
1450 Rtl=',"/DI-I (94)
1460 D2=-LOG(1-(l-Pd2)/Q)
1470 Rt 2="',D2-1
1480 D3=-LOG(G - 1-Pd:3)/0)
1490 Rt3='/D3-1
1500 PRINHT 10*LGT'Rt I), 10*LGT(PRt2), 1O*LGT(Rt 3)
1510 HE:',T Ts
1520 GOTO 1660
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1530 Rr~1Ni (99)
,540 FOR Tsl TO T i(99), t
1550 YrfY(Ts)'M (99) & (100)
1560 0=( 1+Y 1 (-) (100)
1570 1=1QAK1 (100)
1580 D11(-d)O'm1 (99)
1590 Rtl=Yrn/D1-1 (99)
1600 D2-( 1< 1-Pd2)/0Q)Rj1l
1610 Rt2=')Yi/D2-1
1620 D3=(1-(1-Pd3)/Q)Ra-1
1630 Rt3=Yrn'D3-1
1640 PRINT 10*LGT(Rt),10*LGT(Rt2),10*LGT(Rt3)
1650 NEXT Ts
1660 PRINT
1670 PRINT "SIGNAL-TO-NOISE RATIOS (DE) FOR NEW TRANSFORMATION:"
1680 IF N>02 THEN 1810
1690 FOR Usl TO U SIMILAR
1700 22pF(Us) I TO
1710 O=(1-EXP(-Z))A(L-1) < 94)
172G fl=-LOC(1-(1-Pdl)/Q) I&8
1730 Rl1Z/D1-1 (95)
1740 D2=-LOG(1-(1-Pd2)/Q)
1750 R2=Z/D2-1
1760 D3=-LOG(1-<1-Pd3)/Q)
1770 R3=2/'D3-1
1780 PRINT 10*LGT(R1),10*LGT(R2),10*LGT(R3)
1790 NEXT Us
1800 GOTO 1940
1810 Rn)-1'N ISIMILAR

1820 FOR Usil TO U ITO
1830 Zn=Zp(Us)/-N I(99)
1840 0=(1+Zn)t(-IN) I&
1850 O=1Q"L1 (100)
1860 D1' 1-( 1-Pdl )/QOfRni-1
1870 R1=Zri'D1-1
1880 D2( 1-( 1-Pd2)/O)ARrr-1
1890 R2=Zri'D2-1
1900 f3=(1-(1-Pd3)/O)-'.Rn-1
1910 R3=Zn'D3-1
1920 PRINT 10*LGT(R1),.10*LGT(R2),10*LGT(R3)
1930 NEXT Us
1940 PRINT
1950 END
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P1 = .85 Ibp = 10 T = 7 U = 15
N 8 I = 12 N = 16 L = 24
Mu, = 3.94631506068 Sigy = 2.09538979024
Muz = 4.32438211761 Sigz = 1.69328544323

Yf' THRESHOLDS NORMALIZED PROBABILITIES
5.7085601983 .841010653879 .85
14.2714004957 4.9275249:3268 .996679075641
22.8342407932 9.01403921147 .999753631023
31 .3970810906 1:3.1005534903 .999965311792
39.9599213881 17.1870677691 .99999280763
48.5227616855 21.2735820479 .999993067526
57. 085601933 25.3600963267 .999999374796

Z THRESHOLDS NORMALIZED PROBABILITIES
5.86721821227 .911149446675 .85
7.70938566512 1.99907437995 .956529647638
9.55155311797 3.08699931323 .98667504332
11.3937205708 4.1749242465 .99560662072
13. 2358880237 5.26284917978 .998447087595
15.0780554765 6.35077411306 .999415549265
16.920222'9294 7.43869904633 .999767363279
18.762:390:3822 8.52662397961 .999902645376
20.6045578351 9.61454891288 .999957385298
22.4467252879 10.7024738462 .999980574274
24.28:3927408 11.7903987794 .999990813211
26. 13106019.36 12.8783237127 .999995507461
27. 9732276465 13.966248646 .999997734746
29.815395993 15.0541735793 .999998825244
3L.6575625522 16.1420985125 .999999374796

Dbz = 7.32045232969

Pdl = .5 Pd2 = .9 Pd3 = .99

SIGHAL-TO-NOISE RATIOS (DB) FOR INITIAL TRANSFORMATION:
7.18029480646 16.5239686654 26.8808804974
12.6997498763 21.2426978346 31.503743108
14.8466.399857 23.3091924052 33.5584316626
16.269595645 24.6986419313 34.9428284925
17.3390:310658 25.7492651765 35.9905902914
18.1963923488 26.5945:353622 36.8340131363
1.9120679996 27.301778:3991 37.5399641554

SIGNAL-TO-NOISE RATIOS (DB) FOR NEW TRANSFORMATION:
7.40601673703 16.6306689407 26.9721139815
9.64374630239 18.3703967446 28.6551266507
10.8741086655 19.4515609092 29.7168048237
11.7563696979 20.2655149832 30.5212118605
12.4659011251 20.9347216111 31.1845531717
13.0660388962 21.5092203112 31.7549390039
13.5941676551 22.0147264365 32.2573356581
14.0624498591 22.4668270369 32.7069765459
14.4847595558 22.87602033:38 33.1141652155
14.8694755601 2:3.2498575248 33.486:33:32091
15.2228081965 23.5940083:337 33.8290709181
15.5495188303 23.912860:3228 34.1467104786
15.85:3350:3185 24.2098871812 34.4426853709
16.1373031597 24.4878'96233 34.7197662984
16.4 3217386 24.749160188 34.9802228898
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